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1. 

OPTICAL NETWORK INTERFACE, MODULE 
AND ENGINE 

CROSS-REFERENCE TO RELATED 
APPLICATION(S) 

This application claims priority under 35 U.S.C. S 119(e) to 
U.S. Provisional Patent Application Ser. No. 61/281,157, 
“Optical Burst Mode Clock and Data Recovery Method and 
Apparatus for Optical Transceivers, filed Nov. 12, 2009 and 
to U.S. Provisional Patent Application Ser. No. 61/281,156, 
“Burst Mode Optical Transceivers with Embedded Electronic 
Application Specific Circuits (Asics) and Application Spe 
cific Optics.” filed Nov. 12, 2009. The subject matter of all of 
the foregoing is incorporated herein by reference in their 
entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
This invention relates generally to fiber optic transceivers 

and transponders, and in particular to the use of an optical 
network interface engine that is hardware programmable to 
be used with different application-specific optoelectronic 
front-ends and/or different host modules and transport proto 
cols. 

2. Description of the Related Art 
Today's fiber optic based networks use optical transceivers 

(and transponders) between host electronics and the optical 
signals that propagate on the optical fiber. A transceiver con 
tains the basic elements of an optical transmitter, an optical 
receiver, and other electronics to perform physical (PHY) 
layer protocol functions as well as functions to control these 
components. There are many applications for transceivers 
ranging from fiber to the home to data centers to long haul and 
high-performance communications, with each application 
imposing its own requirements. Today, transceivers are usu 
ally manufactured in a form factor called a pluggable like an 
XFP or SFP package, or as a board mountable component. 
The performance and design of the transceiver as well as its 

costis customized for the particular application. For example, 
ifa transceiver is designed for one of today's framed transport 
protocols (e.g. SONET, SDH, FDDI, Gigabit Ethernet), the 
clock and data recovery elements in the transceiver will be 
designed based on continuous data flow rather than burst 
mode or unframed packet modes of transmission and recep 
tion. The receiver typically operates at either a fixed standard 
ized bit rate or is selectable over a limited set of standardized 
bit rates specified by the protocol. Electronics and optics in 
the transceiver are also customized to the transport protocol 
and application. 

For example, the optical transmitter within a transceiver 
includes optics that launches an optical signal onto the fiber. 
This optics varies depending on the application. For low-cost 
applications, ultra low cost lasers operating at 1310 nm or 830 
nm with the capability to transmit over very short distances 
(typically less than 2 km) are commonly used. These lasers 
are often driven by the direct drive method where current 
from an electronic driver circuit is applied directly to the laser. 
In contrast, at longer distances at higher bit rates, more com 
plex optics involving a higher performance laser and possibly 
an external optical modulator and optical amplifier may be 
used, as well as chirp and dispersion compensation tech 
niques. 

Today's state of the art in high performance transceivers 
must meet the needs of today's networks, including low cost, 
reliability and sparing (stocking of spare parts) and preferably 
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2 
also the needs of future networks including tenability, rapid 
reconfiguration, power efficiency and ability to be controlled 
in power efficient environments, and burst mode environ 
ments. The number of spare receivers kept on site in case of 
failure in a WDM network should be kept to a minimum in 
order to reduce the cost of operating a network. Today's 
WDM transceivers that operate in the 15xxnm and 16xxnm 
wavebands use either fixed channel lasers that adhere to the 
ITU frequency grid standard for dense WDM (DWDM) or 
coarse WDM (CWDM). However, in order to require only 
one laser, many transceivers today are moving to using a 
wavelength tunable laser that can cover either the C or L 
bands or both. 

Another aspect of today's transceivers are the electronics 
that are used to drive the optics, to convert electronic signals 
between analog and digital forms, to acquire clock and data, 
and also microprocessors and I/O channels for controlling the 
transceivers. These circuits today consist of multiple dedi 
cated chips to handle these functions. These chip sets and the 
auxiliary chips to operate between the transceiver and other 
external Subsystems add to the expense for any one applica 
tion. Since these components are typically customized for an 
application, the number of spare parts multiplies with the 
number of applications and transceiver types. There is typi 
cally also a mixture of chips used for digital only and digital/ 
analog functions, thus adding to the complexity and cost of 
the transceiver. Typically, a different transceiver is required 
for each transport protocol or finite set of transport protocols 
Such that a sparing card in a multi-service platform (one that 
Supports communications across a wide variety of transport 
protocols) will require sparing of more than one type of 
transceiver depending on the services it supports. 

Thus, different transceivers typically utilize different com 
ponents (both optics and electronics) customized for a par 
ticular application and/or protocol. To Switch protocols, the 
transceiver must be changed. More advanced transceivers 
may include different physical sections designed for different 
protocols, thus allowing the transceiver to be used with mul 
tiple protocols. These sections may be on multiple chips or a 
custom circuit like an ASIC. However, the set of possible 
protocols is fixed once the transceiver is manufactured and the 
protocol sections in the hardware are dedicated to each pro 
tocol. The transceiver typically cannot be programmed later 
by the user to implement a new or different protocol or inter 
face to new or different optics. 

Thus, there is a need for transceiver architectures that can 
provide more flexibility in supporting different protocols, 
host electronics and/or optoelectronic front-ends. 

SUMMARY OF THE INVENTION 

Embodiments of the invention overcome various limita 
tions of the prior art by providing an optical network interface 
(ONI) module with two main components: an optoelectronic 
front-end and a general purpose hardware-programmable 
optical network interface engine. The ONI engine is hardware 
programmable, allowing the user to configure the overall ONI 
module with different optoelectronic front-ends and for use 
with different host modules. In this way, the ONI module can 
be configured for different applications, protocols, signaling 
and framing, as well as possibly operation as a burst mode 
component. 
The interface between the programmable ONI engine and 

the optoelectronic front-end allows the ONI engine to be used 
with different types of front-ends, including those that con 
tain communication of both digital and analog signals. Simi 
larly, the programmable ONI engine has an interface on the 
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host module side that allows the ONI engine to be used with 
different types of host modules, which typically are digital. In 
this way, a single hardware programmable optical network 
interface engine can be used with different front-ends and 
host modules and to Support different transport protocols and 
applications. An ONI engine can be used in transmitters, 
receivers, transceivers and/or transponders. One advantage of 
having a common engine that addresses many applications 
across a wide variety of markets is that manufacturing Vol 
umes can be high, thus driving down the cost. 

In one embodiment, the programmable optical network 
interface engine Supports burst mode transmission. This adds 
flexibility to the types of protocols and applications that can 
be supported since synchronous transmission is not required. 

Other aspects of the invention include methods corre 
sponding to the devices and systems described above. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention has other advantages and features which will 
be more readily apparent from the following detailed descrip 
tion of the invention and the appended claims, when taken in 
conjunction with the accompanying drawings, in which: 

FIG. 1 is an architecture diagram of the present invention. 
FIG. 2 is a block diagram of an example ONI module based 

on the architecture shown in FIG. 1. 
The figures depict embodiments of the present invention 

for purposes of illustration only. One skilled in the art will 
readily recognize from the following discussion that alterna 
tive embodiments of the structures and methods illustrated 
herein may be employed without departing from the prin 
ciples of the invention described herein. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

FIG. 1 is an architecture diagram of the present invention. 
The optical network interface module 30 includes an opto 
electronic front-end 14 and a hardware programmable optical 
network interface engine 20. The optoelectronic front-end 14 
includes a transmitter 18 and a receiver 16. The transmitter 18 
and receiver 16 communicate with the optical data input 12 
and optical data output 10 (i.e., the optical line-side). The ONI 
engine 20 implements physical (PHY) layer functions and, 
depending on the design, may also implement higher layer 
functions. The receive data path is from optical line-in 12 
through receiver 16 and ONI engine 20 to electrical data-out 
22. The transmit data path is from electrical data-in 26 
through ONI engine 20 and transmitter 18 to optical line-out 
10. 
The ONI engine 20 interfaces to the optoelectronic front 

end 14 on one side, and to host module 28 on the other side. 
The ONI engine 20 typically is implemented as a chip or chip 
set with associated firmware/software. It can be based on one 
or more semiconductor Substrates, non-semiconductor Sub 
strates or photonic integrated circuits where multiple optical, 
optoelectronic and/or electronic components are integrated 
on a common semiconductor Substrate or other type of com 
mon substrate. Other implementations are possible. The 
interface to the optoelectronic front-end 14 will be referred to 
as the optoelectronic control interface 21. The interface to the 
host module 28 will be referred to as the host interface 23. So 
the ONI engine 20 connects to the optoelectronic front-end 14 
via the optoelectronic control interface 21, and connects to 
the host module 28 via the host interface 23. These interfaces 
and the programmable optical network interface engine 20 
are designed so that the same ONI engine 20 can be used with 
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4 
different front-ends 14 and host modules 28. In the following 
examples, the host interface 23 is electrical, but it can be 
optical or a combination of optical and electrical in alternate 
embodiments. 
The ONI engine 20 is hardware programmable, analogous 

to FPGAs where FPGAs are broadly used in today's electron 
ics applications due to their rapid improvement in perfor 
mance and speed. The ONI engine contains basic components 
that can be used for different types of front-ends 14 and host 
modules 28. For example, it may contain current drivers for 
different types of optical modulators, lasers or light sources. 
Once the type of optical modulator, laser or light source is 
specified in the front-end 14, the ONI engine 20 is hardware 
programmed to connect the corresponding current drivers to 
the modulator, laser or light source. As another example, the 
ONI engine 20 may contain an FPGA section. Once the 
transport protocol for the host module 28 is specified, the 
FPGA section may be hardware programmed to implement 
the corresponding functionality for that protocol and possibly 
also other signaling, management, control plane and other 
functions used in networking. 
One advantage of this approach is that a single hardware 

programmable ONI engine 20 can be used to support different 
transport protocols. By leveraging the larger Volume across a 
broad number of application markets, the cost of the chip/chip 
set can be reduced. This can be used to enable low cost optical 
network interface modules that can not only Support today's 
legacy protocols, but also possibly implement new protocols. 

For example, in one implementation, the ONI engine 20 
includes functionality to Support burst mode and unframed 
transmissions. This capability can help to move today’s pro 
tocols towards burst mode and asynchronous operation with 
real time clock and data acquisition without prior constraints 
of how the data itself is transported. This type of implemen 
tation provides a unified optical transponder interface that can 
be programmed to work in framed or bursty traffic environ 
ments and that provides a single interface 21 for sparing 
applications. 

FIG. 2 is a block diagram of an example optical network 
interface module based on the architecture shown in FIG. 1. 
The optoelectronic front-end 64 includes an E/O converter 62 
and an O/E converter 60. The E/O converter 62 may include 
elements such as lasers, modulators, optical amplifiers, dis 
persion pre-compensation devices, combiners, splitters, fre 
quency selective multiplexers/demultiplexers, optical filters, 
voltage controlled attenuators, etc. Similarly, the O/E con 
verter 60 may include elements such as photodetectors, tran 
simpedance amplifiers, optical amplifiers, dispersion com 
pensation devices, combiners, splitters, frequency selective 
multiplexers/demultiplexers, optical filters, Voltage con 
trolled attenuators, etc. Optics to interface with the fiber optic 
channel typically will also be part of the optoelectronic front 
end 64. The specific choice of components and their design 
will depend on the specific transport protocol and application. 
Examples of different applications include fiber to the home 
(ONT and OLT), data-center, metro, long haul, ultra long 
haul, WAN/MAN and very short reach and avionics. 

Examples of optical network interface modules that can be 
implemented using this architecture include but are not lim 
ited to tunable wavelength transmitters, burst mode transmit 
ters and receivers, low cost short reach transmitters and 
receivers, fixed wavelength medium, long and ultra long 
range optical network interface modules, transponders that 
are used to connect different input and output wavelengths or 
transmission systems, transponders used for data regenera 
tion, transponders used in add/drop multiplexing systems, 
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and transponders used to convert either optical wavelength or 
protocol or framing format by interacting with the host mod 
ule. 

Since many different types of front-ends 64 can be used 
with the common ONI engine 66, both the ONI engine 66 and 
the interface 21 are designed to have sufficient functionality 
and flexibility to accommodate the intended range of possible 
optoelectronic front-ends 64. Similarly, the ONI engine 66 
and the host interface 23 are designed to have sufficient func 
tionality and flexibility to accommodate the intended range of 
possible transport protocols and host modules 28. 

In the example of FIG. 2, the programmable optical net 
work interface engine 66 is implemented as an ASIC with an 
embedded FPGA. It includes both analog and digital elec 
tronic circuits to burst mode transmit, burst mode receive, 
monitor and recover clock and data, and communicate with 
the electrical host module 28. These circuits may reside on 
multiple chips or a single chip. Eventually for cost reduction 
the preferred embodiment is on a single chip, but the inven 
tion is not limited to single chip implementation. 

The electrical laser driver and tuning module 68 includes 
different component circuits for driving the Supported laser 
types. There area wide variety of different laser types, includ 
ing but not limited to multisection tunable lasers, fixed wave 
length lasers, direct drive lasers and externally modulated 
lasers. Similarly, the modulator driver and tuning module 74 
includes component circuits for driving the Supported modu 
lator types. These may include electro-absorption modula 
tors, Mach-Zehnder modulators and direct modulation of 
lasers. The signals crossing control interface 21 to drive the 
lasers and modulators may include signals such as a gain 
drive, mirror drive, phase drive, modulator drive, and control 
signals for monitoring various optical and electrical proper 
ties of the laser. 

In one implementation, different types of driver circuits are 
implemented in module 68 to accommodate many different 
types of lasers. There may be a bank of different driver cir 
cuits. Once the laser for E/O 62 is selected, the corresponding 
driver circuit is connected. For example, hardware program 
mable interconnects may be used to connect the correct driver 
circuit to the output pins on control interface 21 and to the rest 
of the circuitry within chip(s) 66. 
The transmitter and receiver monitor and control module 

76 monitors various parameters of the transmitter 62 and 
receiver 60. Possible parameters include average power, peak 
power, burst duty cycle, wavelength, average and peak cur 
rents for the lasers, average and peak currents for modulator 
bias circuits, wavelength and power calibration. 

The post amplifier and signal conditioner module 78 
includes circuits to receive burst mode data, and the signal 
conditioner module 70 includes circuits to convert the host 
side electrical data and clock into signals used to drive the 
laser and/or modulator circuits, including as required for 
burst mode transmission. In this specific example, the clock 
and data recovery (CDR) circuits on the host-side 72 and 
line-side 80 support burst mode transmission, as described in 
more detail below. The host-side electronics 28 communicate 
data 84 to the host-side CDR circuits 72. Recovered clock and 
data from line-side CDR circuits 80 are delivered to the host 
module 28 as received data and clock in the required signal 
level 88. 

Control and monitoring of the electronic circuits 66 and the 
optoelectronic front-end 64 and delivery of control and moni 
toring signals 86 via the host module are handled by control 
and monitoring module 82. 
As described with respect to module 68, the different mod 

ules shown in FIG.2 may include different types of compo 
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6 
nents (referred to as ONI components for convenience) to 
accommodate different types of applications and protocols. 
Once the application and protocol are selected (e.g., by speci 
fying the front-end 64 and host module 28), the chip(s) 66 are 
hardware programmed accordingly. For example, some of the 
ONI components in chip(s) 66 may be hardware program 
mable components (such as FPGAs) which are then pro 
grammed to implement the correct functions for the selected 
application and protocol. Other ONI components may be 
programmable interconnects, which are then programmed to 
connect the correct components within ONI engine 66 (and 
bypassing other components). 

For example, in one implementation, different types of 
driver circuits are implemented in module 68 to accommo 
date many different types of lasers. There may be a bank of 
different driver circuits. Once the laser for E/O 62 is selected, 
the corresponding driver circuit is connected. For example, 
hardware programmable interconnects may be used to con 
nect the correct driver circuit to the output pins on control 
interface 21 and to the rest of the circuitry within chip(s) 66. 
The specific design of an ONI engine, including the selec 

tion of ONI components, will depend on the intended end 
use(s). More types of components will result in increased 
flexibility, allowing the same ONI engine to be used across 
more applications, thus increasing Volume and driving down 
cost. However, this must be balanced against the higher com 
plexity and cost of including more types of components. 

In one approach, the ONI engine is designed to address 
specific types of applications. For example, an ONI engine 
may be designed to Support data center communications. 
Ethernet, Gigabit Ethernet, ATM, TCP, IP, FDDI, GPON, 
10GPON EPON, GBIC, CWDM, WDM PON, DWDM and 
Fiber Channel are some protocols used in data center com 
munications. Thus, the components on the ONI engine may 
be selected based on the requirements of this set of protocols 
(or a subset thereof). Similarly, transport protocols include 
SONET, SDH, Gigabit Ethernet, ATM, TCP, IP, GBIC, 
SWDM, WDM PON and DWDM. Protocols for fiber to the 
home/premise/curb include ATM, TCP, IPGPON, 10GPON, 
WDMPON, EPON, Ethernet and Gigabit Ethernet. 
The ONI engine may also include media access control 

(MAC) protocols, forward error correction (FEC) and 
encryption capabilities, either in hardware form, or program 
mable in hardware and/or software. Future communications 
protocols may include pure burst mode communications, 
including possibly burst Switching, generic forms of circuit 
Switching, fast circuit Switching, cell based Switching, frame 
based Switching and generic forms of packet Switching. 
The interfaces 21 and 23, and the corresponding signals, 

will depend on the intended end use(s), and also the division 
of functionality between the ONI engine 20 and the optoelec 
tronic front-end 14, or between the ONI engine 20 and the 
host module 28. 
The optoelectronic control interface 21 typically will carry 

current or Voltage signals. Current signals can be used for the 
following purposes: tuning the wavelength of tunable lasers, 
biasing lasers, wavelength locking and sensing, optical 
amplifier currents, controlling wavelength and frequency 
selective elements including filters, reflectors and wavelength 
or frequency multiplexers and demultiplexers, controlling 
coherent phase and amplitude, and controlling device tem 
peratures. Voltage signals can be used for the following pur 
poses: controlling Voltage controlled optical attenuators 
(VOAS), controlling optical phase shifters/delays, biasing 
modulators, and biasing photodiodes. Currents and Voltages 
may also be used to control higher level functions. These are 
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primarily examples where the ONI engine 20 provides a 
current or Voltage to control a component in the optoelec 
tronic front-end 14. 

Current and voltages on the optoelectronic front-end 14 
can also be sensed, for example to monitor conditions on the 
optoelectronic front-end 14. This might include the follow 
ing: monitoring laser sections to determine and control wave 
length, phase, power and noise; monitoring optical power, 
wavelength, amplitude, phase, noise, semiconductorpnjunc 
tion temperatures, optical amplifier Saturation, detector and 
receiver overload, and detector and receiversaturation. 
More advanced functions may include the following: Sig 

nals to monitor for measuring or estimating of laser, modu 
lator, optical amplifier, detector lifetime and/or aging charac 
teristics, parameters related to burst operation and 
performance, measurement of bit error and packet or burst 
error rates, detection of pattern dependent errors, optical per 
formance and channel monitoring including but not limited to 
optical signal to noise ratio, frequency and phase drift and 
stability. Additional examples include signals to monitor and 
control directly laser, modulator and amplifier chirp, laser 
relative intensity noise and phase noise, and laser mode par 
tition noise. Further examples include signals to measure and 
estimate receiver, detector, optical amplifier, laser, and modu 
lator performance transient degradation due to burst opera 
tion. 

In one approach, the components included on the ONI 
engine may be fairly application-specific: for example a cur 
rent source fortuning wavelength, another current source for 
biasing laser, another current Source for driving optical ampli 
fiers, etc. The ONI engine is then hardware programmed to 
connect the appropriate current sources. In another approach, 
the components on the ONI engine are fairly generic with 
respect to end application, but may represent different oper 
ating characteristics: for example, a current source with a low 
current output but very low noise, a current source with low 
output and moderate noise but faster response time, and a 
current source with higher output. The current sources are 
then interconnected based on the requirements of the end 
application. A similar approach may be taken with current 
and Voltage sensors and monitors. 

In some designs, the programmable ONI engine 20 is 
designed to support burst mode transmission of data. 
Examples of Suitable transceivers and transponders are dis 
closed in co-pending U.S. patent application Ser. No. 12/945, 
264, "Optical Burst Mode Clock and Data Recovery.” filed on 
Nov. 12, 2010, which is incorporated by reference herein in its 
entirety. A burst mode receiver preferably is capable of 
detecting packets that arrive at the receiver asynchronously, 
i.e. an incoming packet is not bit aligned compared to the 
previous packet. The burst mode receiver preferably is also 
able to adjust in real time to incoming packets with different 
power levels. The inclusion of burst mode capability expands 
the number of protocols that can be supported by the pro 
grammable optical network interface engine 20, including 
possibly support for future protocols. 
As an example of a bursty-traffic environment, a protocol 

might Support variable length, asynchronous packets with 
Small overhead (e.g., short preambles) for clock and data 
recovery. The arrival time and optical power of the packets or 
bursts can be random and vary per packet or per burst. In 
conventional transceivers, Stringent requirements are 
imposed onto the receiver electronics, and in particular on the 
clock and data recovery (CDR), when synchronous protocols 
such as SONET, SDH and Gigabit Ethernet are used. These 
protocols with synchronous clocked data typically require on 
the order of a couple of thousand transitions to lock, which at 
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8 
10Gbps in general means a couple of milliseconds. However, 
new burst mode applications may have short packets which 
will require locking of the clock in a much shorter time, for 
example within approximately 32 bits or less. Thus, a pro 
grammable ONI engine 20 that supports burst mode can 
potentially Support these new applications, as well as existing 
protocols. 
One advantage of a design with burst mode capability is 

that it can operate independent of the data transport or fram 
ing protocol over a wide range of data rates. For example 
legacy frame-based standards can be supported, e.g. EPON, 
GPON, GBEthernet, in addition to new techniques and evolv 
ing standards like optical burst mode and optical packet mode 
as well as yet undeveloped transport and transmission stan 
dards. The optical network interface module accepts raw data 
that can be bursty in nature with variable packet length over a 
wide range of packet or burst sizes and a wide range of 
inter-packet or inter-burst spacing and can Support a large 
optical input power dynamic range. This is very different than 
current receivers that require Some form of coding and fram 
ing protocol to guarantee DC balancing and other aspects of 
the communications channel in order for the receiver to oper 
ate properly. The burst mode capability makes it easier to 
design an programmable ONI engine that can Support many 
protocols and applications. 

Chip(s) 66 serve as a common electronic engine that is used 
for the Supported applications, leading to high Volume and 
low cost electronics with burst mode and continuous/framed, 
protocol and data transparent operation. The electrical host 
data/clock 84 communicates with programmable ONI engine 
66 via an electrical line-side burst-mode transmitter and 
receiver and host-side burst mode receiver. The host module 
need only supply data on the host-side. Integration of the 
host-side burst mode receiver enables the migration to a low 
cost interface that eliminates costly custom PHY chip sets. 
The burst mode capability allows many protocols to be com 
municated to the module for transmission or reception and the 
ONI module does not need to have its transport protocol fixed 
in hardware. It can be hardware programmable by the user (or 
hardware and software programmable), thus making this a 
hardware programmable optical network interface module. 

While the foregoing written description of the invention 
enables one of ordinary skill to make and use what is consid 
ered presently to be the best mode thereof, those of ordinary 
skill will understand and appreciate the existence of varia 
tions, combinations, and equivalents of the specific embodi 
ment, method, and examples herein. The invention should 
therefore not be limited by the above described embodiment, 
method, and examples, but by all embodiments and methods 
within the scope and spirit of the invention. For example, the 
principles described above may be applied to receivers, trans 
mitters and transponders, as well as transceivers. 

In alternate embodiments, the invention is implemented in 
hardware (including FPGAs and ASICs), firmware, software, 
and/or combinations thereof. The term “module' is not meant 
to be limited to a specific physical form. Depending on the 
specific application, modules can be implemented as hard 
ware, firmware, Software, and/or combinations of these. In 
the examples described above, the modules were largely 
implemented as dedicated circuitry (e.g., part of an ASIC), in 
order to take advantage of lower power consumption and 
higher speed. In other applications, the modules can be imple 
mented as Software, typically running on digital signal pro 
cessors or even general-purpose processors. Various combi 
nations can also be used. Furthermore, different modules can 
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share common components or even be implemented by the 
same components. There may or may not be a clear boundary 
between different modules. 

Depending on the form of the modules, the “coupling 
between modules may also take different forms. Dedicated 
circuitry can be coupled to each other by hardwiring or by 
accessing a common register or memory location, for 
example. Software “coupling can occur by any number of 
ways to pass information between software components (or 
between software and hardware, if that is the case). The term 
“coupling is meant to include all of these and is not meant to 
be limited to a hardwired permanent connection between two 
components. In addition, there may be intervening elements. 
For example, when two elements are described as being 
coupled to each other, this does not imply that the elements 
are directly coupled to each other nor does it preclude the use 
of other elements between the two. 

What is claimed is: 
1. A programmable optical network interface for use in a 

tunable pluggable optical module, the programmable optical 
network interface comprising: 

an optical network interface engine which is program 
mable for use with different types of optoelectronic 
front-ends and different types of host modules, the host 
modules being disposed outside the programmable opti 
cal network interface, 

wherein the optical network interface engine Supports a 
plurality of transport protocols and a plurality of appli 
cations, 

wherein the optical network interface engine includes: a 
field programmable gate array (FPGA) type circuitry for 
implementing physical layer functions of the plurality of 
transport protocols and the plurality of applications, and 
components for use with the different types of optoelec 
tronic front-ends and the different types of host modules, 
and 

wherein the optical network interface engine is to be used 
for the plurality of the applications; 

an optoelectronic control interface for interfacing the opti 
cal network interface engine to the different types of 
optoelectronic front-ends, each optoelectronic front-end 
including an optical transmitter and an optical receiver, 
the optoelectronic control interface comprising func 
tionality to interface with the different types of optoelec 
tronic front-ends; and 

a hostinterface for interfacing the optical network interface 
engine to the different types of host modules, the host 
interface comprising functionality to interface with the 
different types of host modules, wherein the program 
mable optical network interface is disposed within the 
tunable pluggable optical module. 

2. The programmable optical network interface of claim 1, 
wherein the optical network interface engine comprises hard 
ware programmable interconnects that can be hardware pro 
grammed to interconnect different components within the 
optical network interface engine. 

3. The programmable optical network interface of claim 1, 
wherein the plurality of transport protocols include a burst 
mode transport protocol. 

4. The programmable optical network interface of claim 1, 
wherein the plurality of transport protocols include both a 
burst mode transport protocol and a synchronous transport 
protocol. 

5. The programmable optical network interface of claim 1, 
wherein the FPGA type circuitry of the optical network inter 
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face engine is reprogrammable to implement a transport pro 
tocol after the optical network interface engine was manufac 
tured. 

6. The programmable optical network interface of claim 1, 
wherein the plurality of transport protocols include at least 
one synchronous transport protocol with a date rate of 10 
Gbps or higher. 

7. The programmable optical network interface of claim 1, 
further comprising: 

a plurality of different current sources with different oper 
ating characteristics, wherein the optical network inter 
face engine is programmable to couple the different 
current sources to an optoelectronic front-end interface. 

8. The programmable optical network interface of claim 1, 
further comprising: 

a plurality of different voltage sources with different oper 
ating characteristics, wherein the optical network inter 
face engine is hardware programmable to couple the 
different Voltage sources to an optoelectronic front-end 
interface. 

9. The programmable optical network interface of claim 1, 
further comprising: 

a plurality of different current sensors with different oper 
ating characteristics, wherein the optical network inter 
face engine is hardware programmable to couple the 
different current sensors to an optoelectronic front-end 
interface. 

10. The programmable optical network interface of claim 
1, further comprising: 

a plurality of different voltage sensors with different oper 
ating characteristics, wherein the optical network inter 
face engine is hardware programmable to couple the 
different Voltage sensors to an optoelectronic front-end 
interface. 

11. The programmable optical network interface of claim 
1, further comprising: 

a laser driver module for driving at least two different types 
of lasers. 

12. The programmable optical network interface of claim 
1, further comprising: 

a modulator module for driving at least two different types 
of modulation for lasers. 

13. The programmable optical network interface of claim 
1, further comprising: 

a burst mode clock and data recovery module for Support 
ing the transmission of bursty data. 

14. The programmable optical network interface of claim 
1, wherein the host modules are configured to implement 
higher layer functions of a transport protocol. 

15. The programmable optical network interface of claim 
1, wherein the programmable optical network interface is 
incorporated into an optical interface network module and the 
optical interface network module comprises: 

an optoelectronic front-end; and 
a host module. 
16. The programmable optical network interface of claim 

15, wherein in the optical interface network module, the 
optoelectronic front-end is selected from the group consisting 
of a transmitter, a receiver, a transceiver and a transponder. 

17. The programmable optical network interface of claim 
1, wherein the optoelectronic front-ends comprise photonic 
integrated circuits. 

18. The programmable optical network interface of claim 
17, wherein the optoelectronic front-ends comprise multiple 
optical, optoelectronic or electronic components which are 
integrated on a common semiconductor Substrate or other 
type of common Substrate. 
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19. The programmable optical network interface of claim 
1, wherein the tunable pluggable optical module comprises a 
small form-factor (SFP) pluggable module. 

20. The programmable optical network interface of claim 
1, wherein the plurality of applications include applications 5 
relating to fiber transmission systems, interconnects, net 
works and architectures. 

21. A programmable optical network interface for use in a 
tunable pluggable optical module, the programmable optical 
network interface comprising: 10 

an optical network interface engine which is program 
mable for use with different types of electronics front 
ends and different types of host modules and to support 
a plurality of transport protocols or a plurality of appli 
cations, 

wherein the optical network interface engine comprises: 
a field programmable gate array (FPGA) type circuitry for 

implementing physical layer functions of the plurality of 
transport protocols and the plurality of applications, 

components for use with the different types of optoelec 
tronic front-ends and the different types of host modules, 
and 

programmable interconnects that can be programmed to 
interconnect one or more of the different components 
within the optical network interface engine, 

wherein the optical network interface engine is configured 
to be used for the different types of optoelectronic front 
ends, and 

wherein the plurality of applications are implementable 
with the optical network interface engine; 

an optoelectronic control interface for interfacing the opti 
cal network interface engine to the different types of 
optoelectronic front-ends, the optoelectronic control 
interface comprising functionality to interface with the 
different types of optoelectronic front-ends; and 

a host interface for interfacing the optical network interface 
engine to the different types of host modules, the host 
interface comprising functionality to interface with the 
different types of host modules. 

22. A programmable optical network interface for use in a 
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tunable pluggable optical module, the programmable optical 
network interface comprising: 

an optical network interface engine which is program 
mable for use with different types of optoelectronic 
front-ends and different types of host modules and to 
Support a plurality of transport protocols and a plurality 
of applications, 

wherein the optical network interface engine comprises: 
a field programmable gate array (FPGA) type circuitry for 

implementing physical layer functions of the plurality of 50 
transport protocols and the plurality of applications; 

components for use with the different types of optoelec 
tronic front-ends and the different types of host modules, 
the components comprising: 
driver circuitry to support driving and monitoring func 

tions for at least two different types of modulators or 
at least two different types of lasers, 

tuning circuitry for control or monitoring of the at least 
two different types of modulators or at least two dif 
ferent types of lasers, and 
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one or more optical, optoelectronic and electronic com 

ponents to implement the functions of tuning, bias, 
monitoring and other control functions of at least two 
different types of modulators and at least two different 
types of lasers hardware programmable interconnects 
that can be programmed to interconnect one or more 
different components within the optical network 
interface engine; 

wherein the optical network interface engine is a com 
mon engine for the different types of optoelectronic 
front-ends, and 

wherein the plurality of applications are implementable 
with the same common engine; 

an optoelectronic control interface for interfacing the 
optical network interface engine to the different types 
of optoelectronic front-ends, the optoelectronic con 
trol interface comprising functionality to interface 
with the different types of optoelectronic front-ends: 
and 

a host interface for interfacing the optical network inter 
face engine to the different types of host modules, the 
host interface comprising functionality to interface 
with the different types of host modules. 

23. The programmable optical network interface according 
to claim 22, further comprising clock and data recovery cir 
cuits for one or both of host-side and line-side communica 
tion. 

24. The programmable optical network interface according 
to claim 22, further comprising components to support a 
plurality of current or Voltage signals, wherein the current or 
Voltage signals are used to control one or more components in 
the optical network interface or optoelectronic front-end. 

25. The programmable optical network interface of claim 
24, wherein the components comprise circuitry to sense a 
current signal, and the current signal is used for one or more 
functions selected from the group consisting of tuning the 
wavelength of a tunable laser, biasing a laser, wavelength 
locking and sensing, optical amplifier currents, controlling 
wavelength and frequency selective elements including fil 
ters, reflectors and wavelength or frequency multiplexers and 
demultiplexers, controlling coherent phase and amplitude, 
and controlling device temperatures. 

26. The programmable optical network interface of claim 
24, wherein the components comprise circuitry to sense a 
Voltage signal, and the Voltage signal is used for one or more 
functions selected from the group consisting of controlling a 
Voltage controlled optical attenuator, controlling an optical 
phase shifter, controlling an optical phase delay, biasing a 
modulator, and biasing a photodiode. 

27. The programmable optical network interface of claim 
24, wherein the current or Voltage signal is used to control a 
higher level function. 

28. The programmable optical network interface of claim 
22, wherein the FPGA type circuitry is configured to imple 
ment a specific protocol, and also to implement other signal 
ing, management, control plane or other functions used in 
networking. 
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