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1. 

PROGRAMMABLE OPTICAL 
SUBASSEMBLES AND MODULES 

CROSS-REFERENCE TO RELATED 
APPLICATION(S) 5 

This application is a continuation of U.S. Pat. No. 8,644, 
713, titled “Optical Burst Mode Clock and Data Recovery” 
filed Nov. 12, 2010, and claims priority under 35 U.S.C. 
S119(e) to U.S. Provisional Patent Application Ser. No. 
61/281,557, "Optical Burst Mode Clock and Data Recovery 
Method and Apparatus for Optical Transceivers, filed Nov. 
12, 2009 and to U.S. Provisional Patent Application Ser. No. 
61/281,156, “Burst Mode Optical Transceivers with Embed 
ded Electronic Application Specific Circuits (Asics) and 
Application Specific Optics.” filed Nov. 12, 2009. The subject 
matter of all of the foregoing is incorporated herein by refer 
ence in their entirety. 

10 

15 

2O 
BACKGROUND OF THE INVENTION 

1. Field of the Invention 
This invention relates generally to fiber optic receivers and 

transceivers and transponders, and in particular to an optical 25 
line-side with burst mode receiver and clock and data recov 
ery and burst mode transmitter. 

2. Description of the Related Art 
Today's fiber optic based networks use transceivers or 

transponders at the interface between electronics and the 30 
optical signals that propagate on the optical fiber. A trans 
ceiver or transponder contains within it the basic elements of 
an optical transmitter, an optical receiver, and other electron 
ics to perform clock and data recovery and physical layer 
protocol functions as well as functions to control these com- 35 
ponents. There are many applications for transceivers ranging 
from fiber to the home to data centers to long haul and high 
performance communications. The performance of the trans 
ceiver or transponder as well as its cost is tied to the particular 
application. Today, transceivers are manufactured in a form 40 
factor called a pluggable like an XFP or SFP package, or as a 
board mountable component. 

Typical transceivers are designed for use with protocols 
(e.g. SONET, SDH, FDDI, Gigabit Ethernet, Ethernet, Fiber 
Channel) in which the incoming data is well behaved, con- 45 
tinuous and not bursty. In these transceivers, the receivers are 
designed to extract both the clock and data from an incoming 
optical signal that is continuous and typically cannot handle 
burst mode or unframed packet modes of transmission and 
reception. In conventional applications, the incoming data 50 
stream is continuous so it is acceptable for the clock and data 
recovery (CDR) module to take a long time to recover the 
clock. For example, the CDR design may be based on a 
phase-locked loop that takes some time to acquire phase lock. 
In these cases, if the CDR takes a long time to lock the clock, 55 
then it typically will also be a long time before the CDR loses 
the lock. 

However, new burst mode applications may have packets 
that can consist of short packets, long packets or wide ranges 
of packet or burst lengths with unknown or non-determined 60 
inter packet or inter burst spacing. This new burst environ 
ment will require locking of the clock in a much shorter time, 
for example within approximately 32 bits or less. Typically, a 
CDR that is fast enough to lock the clock within 32 bits will 
also lose lock if the incoming signal is lost (or is no longer 65 
present) after 32 bits. For bursty, asynchronous traffic, this 
may happen quite often. It should be noted that the same 

2 
hardware designed for burst mode operation can often also be 
used for framed, continuous or other types of data protocols 
and transport. 

This mode of operation is not possible with current tech 
nology since conventional framed protocols trade off syn 
chronous operation for clock lock time and clock hold time. 
As an example of a bursty-traffic environment, the commu 
nication system might use variable length, asynchronous 
packets with Small overhead (e.g., short preambles) for clock 
and data recovery. The arrival time and optical power of the 
packets or bursts can be random and vary per packet or per 
burst. In conventional transceivers, stringent requirements are 
imposed onto the receiver electronics, and in particular on the 
CDR, when synchronous protocols such as SONET, SDH and 
Gigabit Ethernet are used. These protocols with synchronous 
clocked data typically require on the order of a couple of 
thousand transitions to lock, which at 10 Gbps in general 
means a couple of milliseconds. 

Thus, there is a need for optical receivers that can more 
quickly lock onto a clock and hold that clock for a sufficient 
period of time, for example to accommodate bursty and/or 
asynchronous traffic. 

SUMMARY OF THE INVENTION 

Embodiments of the invention overcome various limita 
tions of the prior art by providing clock and data recovery that 
is based on a synthesized clock. The synthesized clock is 
created by Smoothly combining a clock recovered from 
incoming data and a local clock of approximately the same 
frequency. 

In one approach, the recovered clock is used when it is 
available. However, bursty data means that data will not 
always be present and, therefore, the recovered clock will not 
always be present. If the recovered clock is not present, then 
a local clock of approximately the same frequency is used. 
Transitions between the recovered clock and local clock are 
smoothed out to avoid undesirable artifacts. 

Other aspects of the invention include methods corre 
sponding to the devices and systems described above, and 
receivers, transmitters, transceivers and transponders utiliz 
ing these approaches. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention has other advantages and features which will 
be more readily apparent from the following detailed descrip 
tion of the invention and the appended claims, when taken in 
conjunction with the accompanying drawings, in which: 

FIG. 1A is a block diagram of a transceiver that includes a 
burst mode receiver; 
FIG.1B is a more detailed block diagram of the transceiver 

in FIG. 1A: 
FIG. 2 illustrates clocking for burst mode transmission. 
FIG.3 is a functional block diagram of one embodiment of 

a burst mode CDR according to the invention; 
FIG. 4 is a circuit diagram of one implementation of a burst 

mode CDR according to the invention; 
FIG. 5 is a circuit diagram of another implementation of a 

burst mode CDR according to the invention; 
FIG. 6 illustrates power fluctuations in a recovered clock 

due to unequal bit transitions per unit time. 
The figures depict embodiments of the present invention 

for purposes of illustration only. One skilled in the art will 
readily recognize from the following discussion that alterna 
tive embodiments of the structures and methods illustrated 
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herein may be employed without departing from the prin 
ciples of the invention described herein. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

FIG. 1A is a block diagram of a transceiver that includes a 
burst mode receiver. Aspects of the invention will be 
described in the context of a transceiver, but they apply also to 
receivers, transponders and transmitters. The transceiver 
module 30 includes optoelectronics 14 and electronic cir 
cuitry 20. The optoelectronics 14 include an optoelectronic or 
optical transmitter 18 and an optoelectronic or optical 
receiver 16. The transmitter 18 and receiver 16 communicate 
with the optical data input 12 and optical data output 10 (i.e., 
the optical line-side). The electrical interface, including elec 
trical data input 26 and electrical data output 22 will be 
referred to as the electrical client-side. The receive data path 
is from optical line-in 12 through burst mode receiver 16 to 
electrical data-out 22. The transmit data path is from electri 
cal data-in 26 through burst mode transmitter 18 to optical 
line-out 10. In this example, both the transmitter 18 and 
receiver 16 can operate in burst-mode for clock and data 
recovery on the optical line-side. It should be understood that 
the principles described herein can be applied to transmitters, 
receivers and/or transceivers. All electronic functions for all 
possible applications, all protocols, and all application spe 
cific optics that are connected to the electronics are embedded 
in a single FPGA/ASIC (20) or FPGAs/ASICs (20). By lever 
aging the large Volume across a broad number of application 
markets, the low cost of an ASIC will allow low cost trans 
ceiver modules that can not only support today’s legacy pro 
tocols that are framed, but new protocols that are bursty that 
allow lower cost transmission and lower power operation of 
the transceivers and back end network electronics that use one 
chip set to Support all application specific optics across a 
broad set of markets. The circuitry 20 incorporates electronic 
functions required for all possible application specific opto 
electronic 14 embodiments and all possible electrical-client 
side 28 communications and control. This approach is used in 
order to reduce the cost of today’s expensive electronics used 
in optical transceivers by utilizing a common circuit 20 or set 
of circuits 20. The circuitry 20 serves as a common electronic 
engine that is used for all possible optical and communica 
tions applications, leading to high Volume and low cost elec 
tronics with burst mode and continuous/framed, protocol and 
data transport operation. The electrical client data or data/ 
clock 26 communicates with circuits in 20 via an electrical 
line-side burst mode transmitter and receiver and client side 
burst mode receiver. The user supplies data on the client side. 
Integration of the client side burst mode receiver enables the 
customer to migrate to a low cost customer interface that 
eliminates costly Phy chip sets. The control and monitoring 
channel 24 of the client side communicates with circuits in the 
electrical ASIC/FPGA 20 dedicated to all control and moni 
toring aspects of the transmission and receiving functions. 
The recovered burst mode transceiver data/clock 22 is com 
municated from the electrical ASIC/FPGA to the client via 
circuits in the electrical ASIC/FPGA 20. 
The burst-mode capabilities of receiver 16 and transmitter 

18 allow optical data (i.e., data transmitted in optical form) to 
be input and output to/from the optical line-side in a true 
burst, true packet, continuous or framed mode. One example 
ofburst mode is when the arrival time and duration of data on 
the communications link is fairly unpredictable. The term 
covers pure packet transmission as well as other variations of 
burst mode transmission, making the design of the transmitter 
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4 
18 and receiver 16 as well as the corresponding signal pro 
cessing and control electronics generally more difficult and 
expensive to design and implement compared to conventional 
transmitters and receivers that can rely on a continuous data 
Stream. 

FIG.1B is a more detailed block diagram of the transceiver 
in FIG. 1A. It should be understood that not all of the com 
ponents shown in FIGS. 1A and 1B are required for every 
implementation. 
The electrical ASIC/FPGA 66 includes electronic circuits 

to burst mode transmit, burst mode receive, monitor and 
recover clock and data. The electrical laser driver and tuning 
sections 68 support drive of laser(s), including but not limited 
to multisection tunable lasers, fixed wavelength lasers, direct 
drive lasers and externally modulated lasers, preferably for 
both burst mode and continuous non-burst mode operation. 
The modulator drive and tuning circuits 74 include circuits 
capable of supporting multiple modulator types including but 
not limited to electro-absorption modulators (EAMs), Mach 
Zehnder (MZ) modulator(s) and direct drive lasers. The trans 
mitter and receiver monitor and control circuit sections 76 
monitor various parameters of the transmitter and receiver, 
including possibly average power, peak power, burst duty 
cycle, wavelength, average and peak currents for the lasers, 
average and peak currents for modulator bias circuits, wave 
length and power calibration. The post amplifier and signal 
conditioner sections 78 include circuits to receive burst mode 
data, and the signal conditioner section 70 includes circuits to 
convert the client-side electrical data and clock into signals 
used to drive the laser and/or modulator circuits as required 
for burst mode transmission. The clock and data recovery 
circuits (CDR) on the client-side 72 and line-side 80 include 
circuits as described in more detail below, to extract clock and 
data with low overhead (e.g., short preamble) in a short 
amount of time and with a large dynamic range in packet or 
burst level electrical or optical and in packet or burst inter 
spacing or arrival rate. The client-side electronics communi 
cate data 84 to the client-side CDR circuits 72 and the recov 
ered clock and data from 80 are delivered to the client as 
received data and clock in the required signal level 88. Con 
trol and monitoring of the electronic ASIC circuits and the 
optoelectronics/optics and delivery of control and monitoring 
signals 86 via the client are handled by the FPGA and control 
and monitoring logic 82. 
The optoelectronics 64 includes an E/O converter 62 and 

an O/Econverter 60. The E/O converter 62 may include lasers 
and modulators. The O/E converter 60 may include photode 
tectOrS. 

FIGS. 2 and 3 illustrate clock and data recovery for an 
incoming bursty packet. As shown in FIG. 2, the incoming 
packet 184 may be relatively short with a correspondingly 
short preamble. The arrival time may also be unpredictable, 
and packet 184 may not be synchronized to a global clock, 
system clock or to earlier or later received packets. 
FIG.3 is a functional block diagram of one embodiment of 

a burst mode CDR. In FIG. 3, the incoming packet (or other 
incoming data transmission) 184 arrives at an input port 101 
for the CDR. The incoming data received at input port 101 is 
in electrical form and is derived from the originally received 
optical data. The CDR module recovers the data which is 
made available on output port 103. The CDR also recovers a 
clock 191 corresponding to the data, and this clock is avail 
able on output port 105. This clock will be referred to as the 
synthesized clock 191. 

If the data transmission were continuous, a stable, long 
term clock could be recovered solely from the incoming data 
stream. However, this is difficult for bursty data. As shown in 
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FIG. 2, packet 184 exists only for a very finite period of time. 
A clock 192 recovered from that data would also exist only for 
a very finite period of time. No clock can be recovered from 
the data stream after the data stream ends. Unfortunately, the 
clock typically must exist for a longer period of time in order 
to adequately process the incoming data. For example, the 
incoming data may be clocked into a FIFO (and later clocked 
out by a separate system clock), and that process may extend 
beyond the end time of the packet, thus requiring a clock that 
exists beyond the end of packet 184. At the beginning of the 
packet, there is also some startup time before the recovered 
clock 192 can be locked, which further shortens the period 
when there is an available and useful recovered clock 192. 

The CDR module in FIG.3 addresses this by combining a 
local clock 188 with the recovered clock 192 to produce the 
synthesized clock 191. The local clock 188 is approximately 
the same frequency as the recovered clock 192 and the CDR 
module makes smooth transitions between the recovered 
clock 192 and local clock 188. 
As a specific example, the FPGA/ASIC includes an elastic 

FIFO dual port FIFO used to match incoming data that arrives 
in an asynchronous clock domainto the system clock domain. 
For each N data bits, Mderived clock cycles are used until the 
data is loaded in the FIFO and can be processed using the 
system clock. As an example, using a 40 byte IP packet (320 
bits at 10 Gbps), 320 clock cycles at 10 GHz are typically 
required to de-serialize the data. To latch data into the FIFO, 
another 320 clock cycles at 10 GHz are typically required. 
Typically, an additional 320 clock cycles or more are used in 
various processing stages from the deserializer to the elastic 
FIFO. Thus, for a 40-byte packet, 640-960 clock cycles at 10 
GHZ are required to ensure processing of the detected data 
transitions from the de-serializer to the dual port FIFO. For a 
packet Switched system, this requirement would be an issue 
as the utilization would drop drastically as the above men 
tioned 40 byte packet would require an overhead of an addi 
tional 80 bytes. 

The overhead can be reduced by latching the data at the 
deserializer following the CDR. However, the receiver still 
goes through the cycle of amplifying incoming signals to the 
correct levels and deriving the clock to latch the data into the 
deserializer. A 40 byte packet has a duration of 32 ns at 10 
Gbps and additional overhead for CDR and amplitude equal 
ization should therefore be limited to a few nanoseconds in 
order not to decrease traffic utilization significantly. For 
example, a preamble of 32 bits might be used, which corre 
sponds to 3.2 ns at 10Gbps and 10% of the length of a 40 byte 
packet. 

To latch data into the deserializer, a clock that is synchro 
nous to the packet data should be available for a time period 
that is at least equal to the length of the packet. That is, for a 
40 byte long packet (320 bits), the synchronous clock should 
be available for 320 clock cycles. This clock and these clock 
cycles are used to latch data into the deserializer. In FIGS. 2 
and 3, the recovered clock 192 is used for this purpose. The 
clock used to move data from the deserializer to the elastic 
FIFO does not have to be synchronous to the incoming 
packet. In FIGS. 2 and 3, the local clock 188 is used for this 
purpose. However, it is preferred that there are not any sharp 
phase or frequency shifts between these two clocks. Thus, 
there is a Smooth transition between the clocks, as shown in 
FIG 2. 
The example design shown in FIG. 3 is now described in 

more detail. The incoming data stream is injected into the 
burst modelimiting amplifier and data split module 102. The 
purpose of this module is to increase input power dynamic 
range, ensure equal amplitude of all bursts at the output and 
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6 
split data into multiple paths. The input power dynamic range 
and the equal burst output amplitude is achieved by using high 
gain amplifying and clamping circuitry. The output is Subse 
quently split. One part of the signal is sent to the data retiming 
module 112 and the other part to the clock extraction module 
104. 

The clock extraction module 104 extracts a clock signal 
from the incoming data and ensures equal amplitude overall 
clock cycles. To extract the clock from the incoming data, a 
narrowband frequency extraction circuit is used. It has a fixed 
or tunable bandpass filter around the expected center fre 
quency. This results in a clock tone corresponding to the data 
rate and phase aligned with the data. However, due to the fast 
acquisition time of the circuitry, the amplitude of the clock 
will vary as a function of the data bit transition density. By 
applying a clamping function, the clock amplitude variation 
can be reduced and a consistent clock amplitude can be pre 
sented to the Subsequent circuitry. The output of clock extrac 
tion module 104 is the recovered clock 192. The clock extrac 
tion module 104 locks onto the clock quickly but this usually 
means that it will also drop lock quickly. 
The recovered clock 192 only has a clock tone present 

when data is present at the CDR input 101. When no data is 
present at the CDR input 101, then no recovered clock tone 
192 is present either. However, to enable to clock data through 
the steps required to the continuous system clock domain, 
more clock cycles are required. The recovered clock 192 is 
therefore combined with a local clock 188 by clock combin 
ing module 108. 

In this example, module 108 operates as follows. When 
data is present at the input 101, the recovered clock 192 is 
output from clock combiner 108. When no data is present, the 
local clock 188 is output from clock combiner 108. The local 
clock 188 is close infrequency to the recovered clock 192, but 
it need not be an exact match. In the transition period, the 
output of the clock combiner 108 is the phase and frequency 
mix of the recovered clock 192 and local clock 188. 
The local clock 188 is generated in the local clock genera 

tion circuit 106. In this implementation, it is an injection 
locked type of clock oscillator that generates a clock close in 
frequency to that of the recovered clock 192. The clock could 
be free running (i.e., no seed clock) or it can be synchronized 
to a lower frequency system clock seed clock. In alternate 
embodiments, the local clock 188 could be provided by other 
Sources, including Sources located outside of the module. 
The local clock 188 is matched to be close in frequency to 

that of the recovered clock 192, but it typically will not be an 
exact match. The frequency can be different up to a certain 
amount and the two clocks may be completely phase inde 
pendent. Sharp transitions could therefore occur during tran 
sitions between the local clock 188 and the recovered clock 
192. This is alleviated by the clock phase transition smooth 
ing and amplitude equalization circuitry 110. This module 
110 has three functions. It ensures no clock cycles are miss 
ing, it removes sharp clock phase transitions and, it ensures 
equal amplitude for all clock cycles. When a clock cycle is 
missing, the frequency content at the position in time will be 
lower compared to that in a continuous clock and by elimi 
nating lower frequencies beyond that threshold, missing 
clock cycles are reinstated and a continuous clock is gener 
ated. Sharp clock phase transitions have a higher frequency 
content compared to the non-sharp phase transitions of a 
continuous clock and by removing the higher frequency con 
tent, phase transitions can be Smoothed. Finally, varying 
amplitudes (e.g., caused by the clock combining in module 



US 9,413.521 B2 
7 

108) can be alleviated by amplifying and clamping so the 
resulting clock is a Smooth continuous clock with constant 
amplitude. 
The resulting Smooth, continuous clock (i.e., the synthe 

sized clock 191) is split. One part is sent to the clock output 
port 105. The other part is sent to a data retiming module 112. 
The data retiming module reduces jitter in the data signal and 
aligns incoming data with the synthesized clock 191 as well 
as reshaping the incoming data. The data out of the retiming 
module 112 is available at data output port 103 and is aligned 
with the synthesized clock 191 on clock output port 105. 

FIG. 4 is a circuit diagram of one implementation of a burst 
mode CDR module, based on the 10Gbps example described 
above. Incoming 10 Gbps data from a photodetector 114 is 
amplified in a 10 Gbps limiting amplifier 116 to maximize 
optical input power dynamic range. This in itself can cause 
problems because limiting amplifiers are built with a gain 
control/loss of signal feedback loop. When data is not present, 
the amplifier is turned off so not to generate noise due to the 
high gain. Such control loops have bandwidths of the order of 
1-100 MHz or a reaction time of 10-1000 ns and would 
therefore be too slow to be used in a packet switched system. 
Simply stated, if a 40 byte packet (which is 32 ns long) is 
detected after a lengthy idle time, the turn-on time for the 
amplifier 116 would be too long, turning on in the middle of 
the packet or later. In one approach, a small DC voltage is 
added to the inputs of the limiting amplifier, thereby prevent 
ing it from turning off. 

In this embodiment, following the limiting amplifier is a 
prescaler functionality 118. Other embodiments to realize the 
same function are also possible. Conventional prescalers 
typically cannot be used because they require a continuous 
clock input and are not suitable for bursty date. Instead, a 
design with a flip-flop feeding input data to the clock input 
and the flip-flop data output connected to the flip-flop data 
input is utilized. Data at the output of the prescaler 118 has a 
data rate of 5 Gbps and as NRZ, contains a 2.5 GHZ clock 
tone. It is this tone that is recovered. This is done using a 2.5 
GHz narrow band bandpass filter 120, which filters out the 2.5 
GHz clock tone 192. The following 2.5 GHz limiting ampli 
fier 122 ensures that power fluctuations due to an unequal 
number of bit transitions per unit time are eliminated. 
The limiting amplifier 122 used is differential. It has a 

positive and negative data input. The recovered clock 192 is 
fed to the positive clock input and will out of the filter have an 
amplitude of ~200 mV. To the negative input a local 2.5 GHz 
local clock 188 is applied, however, with an amplitude of ~10 
mV, 20 times lower than that of the recovered clock 192. The 
local clock 188 is derived by first dividing an incoming 10 
Gbps signal by frequency divider 124 and a filter 126 to 
ensure a clean clock signal 188. 
When data is present, a clock signal is present at the posi 

tive input of the limiting amplifier and this will dominate the 
local clock 188 due to the amplitude difference, so the output 
clock 191 will be synchronous with the data input. This is 
used to latch data into the deserializer. When the end of the 
data packet is reached, data has been latched and the recov 
ered clock 192 is no longer present. At this point the local 
clock 188 will take over and a continuous clock is now present 
to move data from the deserializer to the elastic FIFO. The 
local clock 188 will be matched to be fairly close infrequency 
to that of the recovered clock 192. However, the two clocks 
are not phase locked so there may be abrupt phase changes 
when transitioning between clocks. This is alleviated by nar 
rowband bandpass filter 128 and limiting amplifier 130. At 
the output of amplifier 130, a continuous clock is present 
based on either the recovered or local clock, with significantly 
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8 
reduced phase shifts during the transitions between clocks. 
This clock is at 2.5 GHZ and a differential quadrupler 132 is 
used to generate the required 10 GHz synthesized clock 191. 

In an alternate embodiment, Colpitts injection locked 
oscillators can be used instead of bandpass filters. These can 
be integrated to form a very compact Solution. By using 
combinations offlip-flops, prescalers and frequency multipli 
ers at the input and output, the approach shown in FIG. 4 can 
be used for many applications, including data transmission 
from 622 Mbps to 40Gbps. To obtain both data output and 
clock output, a crossbar Switch can be used after the limiting 
amplifier 116. This has a differential output and both data and 
clock are now available, as illustrated in FIG. 8. All logic 
levels are CML in this example. While not shown, the inte 
grated version could also feature a flip-flop in the data path, 
clocked by the recovered clock to ensure clock data synchro 
nization. 

FIG. 5 is a circuit diagram of another implementation of a 
burst mode CDR according to the invention. This circuit is 
designed to handle both 2.5 Gbps and 10 Gbps operation. 
Much of the circuit in FIG. 5 operates similarly to the circuit 
in FIG. 4. What follows is a description of the differences. 
Incoming 2.5/10 Gbps data is sent to the CDR. At the input a 
resistive tap 136 taps a small amount of the incoming data to 
measure the input power using a log power monitor 138. The 
main part of the incoming signal is amplified in a 10Gbps 
limiting amplifier 116 to maximize optical input power 
dynamic range. Following the limiting amplifier 116 is a 
crossbar switch 140, which here creates two copies of the 
input signal. One copy is the data output and the other is fed 
to the clock recovery circuit. 

If the circuit is operating with 10 Gbps data, then the 
crossbar switches 142 and 148 select the data path through 
frequency divider circuit 118 to generate a 5 Gbps signal. If 
the circuit is operating with 2.5 Gbps data, then the crossbar 
switches 142 and 148 select the data path through the fre 
quency doubler144, also resulting in a 5 Gbps signal. The 2.5 
GHz narrow band bandpass filter 120 filters out the 2.5 GHZ 
clock tone 192. 

After combining with the local clock 188, crossbars 162 
and 166 again account for operation at either 2.5 Gbps or 10 
Gbps. At 2.5 Gbps operation, the crossbars 162 and 166 select 
the data path that avoids the frequency quadrupler 132, thus 
keeping the synthesized clock 191 at 2.5 GHz. This example 
was designed for two input data rates, but it can be extended 
to handle more data rates. 

FIG. 6 illustrates the issues in fastburst mode clock recov 
eries and emphasizes the requirement to ensuring enough 
transitions per unit time are present in an incoming data 
stream. It shows the recovered clock 192 from the clock 
extraction circuitry 104 (see FIG. 3) but before entering the 
clock combining module 108. An incoming packet 168 enters 
the CDR after an amount of time where no data has been 
present. This causes the clock extraction circuit 104 to charge 
and lock onto the frequency and phase of the incoming data 
packet 168. This frequency and phase lock on has a certain 
rise time 172. The amplitude of the recovered clock is depen 
dent on the number of transitions per unit time in the incom 
ing signal and when a longer string of 0 data 174 is encoun 
tered, the amplitude of the output clock decreases 176. The 
amplitude will increase 180 again when the amount of tran 
sitions per unit time also increases 178 again. 

Referring again to FIG. 2, no data is present at the input of 
the CDR during the interpacket gap 182. After the interpacket 
gap 182, a packet 184 enters the CDR and during its duration 
data is present at the input of the CDR. At the end of the 
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packet, another interpacket gap 186 exists and no data is again 
present at the input of the CDR. 

During the interpacket gap, the internal CDR local clock 
188 is dominant and is output from the CDR. When the packet 
184 enters the CDR a transition phase 190 from the local 
clock 188 to the recovered clock 192 is seen. This is a smooth 
transition in both phase and frequency. After the transition 
phase 190, the synthesized clock 191 output from the CDR is 
the recovered clock 192 from the incoming packet 184. This 
clock 192 lasts until the end of the incoming packet 184. A 
new interpacket gap 186 is encountered and the clock output 
from the CDR enters the transition 194 phase from the recov 
ered clock 192 to the local clock 188. This is a smooth 
transition in both phase and frequency. After the transition 
phase 194, the CDR clock output 191 is from the local clock 
188. 
The use ofburst mode transmission as described above can 

have many advantages. For example, the approach described 
above can operate with low clock and data recovery overhead 
(low number of preamble bits). Another aspect is the ability to 
handle a large dynamic range of input optical power from the 
fiber. 
The burst mode recovery can also operate with fast clock 

locking time that meets or exceeds most current specifica 
tions (e.g. GPON 100 bit preamble). It also has the flexibility 
to satisfy future burst mode and packet transport and dynamic 
circuit Switched networks, including both framed and 
unframed transmission protocols. 

Another advantage in some implementations is that it com 
prises burst mode clock and data recovery on both the elec 
trical client-side and on the optical line-side so that only data 
is communicated between the transceiver module and the 
optical fiber, and between the module and the client. 

In another aspect, burst mode operation can be interfaced 
with rapid or dynamic tuning functions in time or wavelength 
by changing the temporal addressing or wavelength on a burst 
by burst basis. 

Burst mode transceivers can also be manufactured in com 
pact packages such as pluggables, board mounted packages 
or Small form factor circuit cards. 

While the foregoing written description of the invention 
enables one of ordinary skill to make and use what is consid 
ered presently to be the best mode thereof, those of ordinary 
skill will understand and appreciate the existence of varia 
tions, combinations, and equivalents of the specific embodi 
ment, method, and examples herein. The invention should 
therefore not be limited by the above described embodiment, 
method, and examples, but by all embodiments and methods 
within the scope and spirit of the invention. For example, the 
principles described with respect to the transceiver above 
may also be applied to transponders. 

In alternate embodiments, the invention is implemented in 
hardware (including FPGAs and ASICs), firmware, software, 
and/or combinations thereof. The term “module' is not meant 
to be limited to a specific physical form. Depending on the 
specific application, modules can be implemented as hard 
ware, firmware, Software, and/or combinations of these. In 
the examples described above, the modules were largely 
implemented as dedicated circuitry (e.g., part of an ASIC), in 
order to take advantage of lower power consumption and 
higher speed. In other applications, the modules can be imple 
mented as Software, typically running on digital signal pro 
cessors or even general-purpose processors. Various combi 
nations can also be used. Furthermore, different modules can 
share common components or even be implemented by the 
same components. There may or may not be a clear boundary 
between different modules. 
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10 
Depending on the form of the modules, the “coupling 

between modules may also take different forms. Dedicated 
circuitry can be coupled to each other by hardwiring or by 
accessing a common register or memory location, for 
example. Software “coupling can occur by any number of 
ways to pass information between software components (or 
between software and hardware, if that is the case). The term 
“coupling is meant to include all of these and is not meant to 
be limited to a hardwired permanent connection between two 
components. In addition, there may be intervening elements. 
For example, when two elements are described as being 
coupled to each other, this does not imply that the elements 
are directly coupled to each other nor does it preclude the use 
of other elements between the two. 

What is claimed is: 
1. A programmable optical Subassembly or module com 

prising: 
application specific optoelectronics for receiving and 

transmitting optical data; 
control circuitry comprising a field programmable gate 

array (FPGA) centric programmable element in commu 
nication with the application specific optoelectronics for 
transmitting and receiving fiber optical data, and an elec 
trical client side, 

wherein the control circuitry is configured to control and 
monitor the transmitting and receiving of the fiber opti 
cal data, the control circuitry being a common engine to 
implement one or more optical transport protocols and 
one or more communications applications, and 

wherein the control circuitry further comprises a clock and 
data recovery (CDR) module configured to: 

recover a clock from an incoming data transmission; and 
combine the recovered clock and a local clock into a syn 

thesized clock that can be used to time processing of the 
incoming data transmission, 

wherein the combining of the recovered clock and the local 
clock includes: 

selecting primarily the recovered clock when the recovered 
clock is available; and 
selecting primarily the local clock when the recovered clock 
is not available. 

2. The programmable optical Subassembly or module 
according to claim 1, wherein the control circuitry further 
comprises circuitry to transmit and receive data in both burst 
and non-burst mode operations. 

3. The programmable optical subassembly or module 
according to claim 1, wherein the control circuitry further 
comprises an electrical laser driver and tuning section. 

4. The programmable optical Subassembly or module 
according to claim 3, wherein the electrical laser driver and 
tuning section Supports the drive of one or more lasers for 
both burst mode and continuous non-burst mode operations. 

5. The programmable optical subassembly or module 
according to claim 1, wherein the CDR module is further 
configured to extract clock and data to receive and transmit 
data for both burst mode and continuous non-burst mode 
operations. 

6. The programmable optical Subassembly or module 
according to claim 5, wherein 

the CDR module is further configured to make smooth 
transitions between the recovered clock and the local 
clock. 

7. A field programmable gate array (FPGA) centric optical 
communication Subassembly for use in an optical module, the 
FPGA centric optical communication Subassembly compris 
1ng: 
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application specific optoelectronics for receiving and 
transmitting optical data; and 

control circuitry comprising an FPGA in communication 
with the application specific optoelectronics, the control 
circuitry comprising functionality Such that the moni 
toring, communications and control of optical module 
functions are implemented in the FPGA and support 
circuitry within the optical module, 

wherein the control circuitry is configured to: 
recover a clock from an incoming data transmission, and 
combine the recovered clock and a local clock into a syn 

thesized clock that can be used to time processing of the 
incoming data transmission, the combining of the recov 
ered clock and the local clock being comprising select 
ing primarily the recovered clock when the recovered 
clock is available, and the local clock when the recov 
ered clock is not available. 

8. The FPGA centric optical communication subassembly 
according to claim 7, wherein the FPGA is configured to 
implement one or more different transport protocols or dif 
ferent communication applications. 

9. The FPGA centric optical communication subassembly 
according to claim 7, wherein the one or more different trans 
port protocols include burst mode protocols. 
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10. The FPGA centric optical communication subassem 

bly according to claim 7, wherein the optical module com 
prises a receiver, transmitter, transceiver or transponder. 

11. The FPGA centric optical communication subassem 
bly according to claim 7, wherein the optical module com 
prises a pluggable module or a board mountable component. 

12. The FPGA centric optical communication subassem 
bly according to claim 7, wherein the optical module com 
prises a pluggable transceiver. 

13. The FPGA centric optical communication subassem 
bly according to claim 7, wherein the control circuitry is 
configured to make Smooth transitions between the recovered 
clock and the local clock. 

14. The FPGA centric optical communication subassem 
bly according to claim 7, wherein the control circuitry is 
further configured to transmit and receive data in both burst 
and non-burst mode operations. 

15. The FPGA centric optical communication subassem 
bly according to claim 7, wherein the control circuitry further 
comprises a clock and data recovery module configured to 
extract clock and data to receive and transmit data for both 
burst mode and continuous non-burst mode operations. 
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